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Low-level Features

• A multimedia object can be represented by the low-
level features
– Example: image features [Jain and Vailaya, 1996]
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Low-level Features
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Problem

• Given  a query in one medium,  find the 
answers in another media, which have the 
most similar semantics as the query.
– Main Issues

1. It is hard to compute the distance between two objects 
represented by different low-level features.

2. Two objects having the same semantic may have very 
different low-level feature values.

3. It is hard for the users to specify what they want.
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Main Issue (1)

• Low-level features in different media can be irrelevant.
• It is hard to compute the distance between two objects 

represented by different low-level features.
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Main Issue (2)

• Two objects having the same semantic may have very 
different low-level feature values. [Kim and Chung, 2003]
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Basic idea (1)

• Transform the objects from different media into 
the same feature space
– Space transformation
– One-to-Many mapping between low-level feature 

spaces does not exist

Text feature space Image feature space
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Basic idea (2)

Image Music

Semantic

φ1 φ2

Similarity function

Transformation function

•How to find φ1 and φ2 ?
•How to compute the distance?
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SVM

• SVM is a transformation function [Mtiller el al., 2001]
– Find the boundaries in the semantic space
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Basic idea (3)

• Distances estimated by boundaries in the semantic 
space
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Main Issue (3)

• It is hard for users to specify what they want.
– SVM + Feedback [Tong and Chang, 2001] 
– Kernel selection [Evgeniou el al., 2003]

• Other solution?
– Neural Networks [Mtiller el al., 2001]
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Neural Networks

• Find the boundaries in the semantic space (?)
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Basic idea (4)

• Neural Networks + Feedback
– Number of perceptrons
– Initial weights
– Training speed
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Basic idea (5)

• Perceptrons ≡ split planes (?)
– Find good split planes
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Basic idea (6-1)

• Constructing neural networks from a geometric 
view
- Step 1: Circle and split
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Basic idea (6-2)

• Constructing neural networks from a geometric 
view 
- Step 2: Reduce number of lines

1

2

3

4

5

6

7



19

Basic idea (6-3)

• Constructing neural networks from a geometric 
view 
– Step 3: Construct the NN 
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Summary (1)

• Problems in cross-media data retrieval
– Main Issue (1)
– Main Issue (2)
– Main Issue (3)

• Basic ideas
– Put into the same feature space
– Semantic space
– Distance estimated by boundaries
– Neural Networks + Feedback
– Perceptrons ≡ split planes
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Summary (2)

• Basic ideas
– Constructing neural networks from a geometric 

view
1. Circle and split
2. Reduce number of lines

3. Construct the NN
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