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Outline
e Lecture.
e Assignments and discussion.

e Presentation.



Hypes will go away, but something will stay
e Dotcom bubbles — Internet infrastructure
e Web 2.0 — gig economy
e Smart phones — pervasive connection
e Al and data science — 7

To leave something tenacious, I found some tips might be useful.



Tip 1: Thou shall khnow the game you are playing



Game 1: Task-oriented competitions
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nouncing KDD Cup 2017: Highway Tollgates Traffic Flow
ediction
Jetailed information can now be found on the KDD Cup 2017 website.

<eam from Alibaba Cloud, the cloud computing arm of Alibaba Group, has been selected to organize the KDD Cup 17 among a number
teams that submitted promising and strong proposals. This year’s competition titled “Highway Tol gates Traffic Flow Prediction” seeks to
power traffic management authorities with data-driven preemptive measures and to pave the way towards holistic and realistic solution

traffic bottlenecks.

arnessing advanced data technologies to resolve real-world issues across all sectors is a key component of Alibaba Clouds mission. In
e transportation field, we have developed pioneering capabilities which provide real-time traffic prediction and recommendations on
avel routes in China. Itis our honour to host the KDD cup this year and we look forward to collaborating with talents worldwide to

aid Dr. Wanli Min, Data and Al Scientist at Alibaba Cloud.

address traffic congestion challenges”,

Congratulations to the KDD Cup 2017 organizers from Alibaba Cloud: Yu Liu, Wanli Min, Kuan Song, Xichun Tian, Jiawei Wang, Shuang

Wu, Yiting Wang, Liang Yu, and Xinfa Yan!

12th Community Wide Experiment on the

Critical Assessment of Techniques for Protein Structure Prediction

Important Dates

*  CameraReady Deadline
June9,2017
Startup Grant Deadline
June 16,2017
Student Grants Deadline
June 17,2017
Promotional Video Deadline
June 18,2017
« Tutorials
August 13,2017
Workshops
August 14,2017
« Main Conference

August 15 - 17,2017
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DRAMATIC CITY NAGOYA

RoboCup 2017

Nagoya Japan DRAMATIC CITY NAGOYA -
RoboCup 2017 wil be held in Nagoya.
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Game 1: Task-oriented competitions

Successful teams often
e Combine multiple techniques (learning methods).
e Craft the methods toward the well-defined tasks.

e Know the rival teams well.



Game 2: Method invention and analysis

NATURE VOL 321 % OCTDHER 1986

delineating the absolute indigeneity of amino acids in ossils,
As AMS techniques are refined to handle smaller samples, it
may also become possible to date individual amino acid enan-
tiomers by the "*C method, I one enantiomer is entirely derived
fram the other by racemization during diagenesis, the individual
- and L-enantiomers for a given amino acid should have
identical "C ages.

Older, more poorly preserved fossils may not always prove
amenable to the determination of amino acid indigeneity by the
stable isotope method, as the prospects for complete replace-
ment af indigenons amino acids with non-indigencus amino
acids increases with time. As non-indigenous amino acids
underge racemization, the enantiomers may have identical
isotopic compositions and still not be related to the original
organisms. Such a circumstance may, however, become casier
to recognize as more information becomes available concerning
the disiribution and stable isotopic composition of the amino
acid constituents of modern representatives of fossil organisms,
Also, AMS dates on individual amino acid enantiomers may,
in some cases, help to clarify indigeneity problems, in panicular
when stratigraphic controls can be uwsed to estimate a general
age range for the fossil in question.

Finally, the development of techniques for determining the
stable isolopic compaosition of amino acid enantiomers may
enable us 1o establish whether non-racemic aming acids in some
carbonaceous meteorites™” are indigenows, or result in part from
terrestrial contamination.

M.H.E. thanks the MSF, Division of Earth Sciences {gra
EAR-8352055) and the following contribuiors to his Prr;idemj:ﬁ,
Young Investigator Award for partial support of this research:”
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Arco, Exxon, Phillips Petroleum, Texaco Inc, The Upjohn Co.
We also acknowledge the donors of the Petroleum Research
Fund, administered by the American Chemical Society (grant
16144-AC2 to M.H.E., grant 14805-AC2 to 5.A.M,) for support.
S.A M. acknowledges NSERC (grant AJ64d) for partial support.
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Learning representations
by back-propagating errors

David E. Rumelhart*, Geoffrey E. Hintoat
& Ronald J. Williams*

* Institute for Cognitive Sclence, C-015, University of California,
San Diego, La Jolla, California 92003, USA

t Deparment of Computer Science, Carnegie-Mellon University,
Pittsburgh, Philadelphia 15213, USA

We describe a new learning procedure, back-propagation, for
networks of neurone-like units, The procedure repeatedly adjusts
the weights of ithe conmections in the nétwork o a% to minimize a
measare of the differemce between the actual outpai vector of the
net and the desired ouwiput vector. As a resalt of the weight
adjusiments, internal *hidden® unlis which are not part of the inpui
or cutpat come to represent important features of the task domain,
and the regularities in the task are captured by the interactions
of these w The ability to create useful new features distin-
guishes back-propagation from earlier, simpler methods such as
the perceptron-comvergence procedure’.

There have been many attempts to design self-organizing
neural networks, The aim is to find a powerful synaptic
modification rule that will allow an arbitrarily connected newral
network to develop an internal structure that is appropriate for
a particular task domain. The task is specified by giving the
desired state vector of the output anits for each state vector of
the input units, IT the input units are directly connected to the
output units it is relatively casy to find leaming males that
iteratively adjust the relative strengths of the connections so as
to progressively reduce the difiersnce beiween the actual and
deaired output vectors®. Learning becomes more interesting but

2 Ta whom cormespondance showld b addresed

more difficult when we introduce hidden units whase actual or
desired states are not specified by the task. {In perceptrons,
there are ‘feature analysers' between the input and output that
are not true hidden units because their input connections are
fixed by hand, so their states are completely determined by the
input vectar: they do not learn representations,) The learning
procedurs must decide under what circumstances the hidden
units should be active in order to help achieve the desired
input-output behaviour. This amounts to deciding whai ihese
units should represent. We demonstrate that a general purpose
and relatively simple procedure is powerful enough 1o construct
appropriate internal representations.

The simplest form of the learning procedure is for layered
networks which have a layer of input units at the bottom, any
number of intermediate lavers; and a layer of output units at
the top. Connections within a layer or from higher to lower
layers are forbidden, but connections can skip intermediate
layers. An input vector is presented to the network by setting
the states of the input units, Then the states of the units in each
layer are determined by applying equations (1) and (2) to the
coninections coming from lower tayers. All units within a layer
have their states set in parallel, but different layers have their
stales sel sequentially, starting at the bottom and working
upwards until the states of the output units are determined.

The total input, X, 10 unil § is a linear function of the cutputs,

. of the units that are connected to J and of the weights, w,,
on these connections

x5 L pwy ()

Units can be given biases by introducing an exira input to each
unit which always has & value of 1. The weight on this extra
input is called the bias and is equivalent to a threshold of the
opposite sign. It can be treated juse like the other weights.
A’ unit has a real-valued output, ¥, which is a non-linear
function of its total input
1
. (2)

YJ_I+='-

& 1586 Nature Publishing Group

Cited by 13558.




Game 2: Method invention and analysis

J. R. Statist. Soc. B (1996)
58, No. 1, pp. 267-288

Regression Shrinkage and Selection via the Lasso

By ROBERT TIBSHIRANIY
University of Toronto, Canada

[Received January 1994, Revised January 1995]

SUMMARY
We propose a new method for estimation in linear models. The ‘lasso’ minimizes the
residual sum of squares subject to the sum of the absolute value of the coefficients being less
than a constant. Because of the nature of this constraint it tends to produce some
coefficients that are exactly 0 and hence gives interpretable models. Our simulation studies
suggest that the lasso enjoys some of the favourable properties of both subset selection and
ridge regression. It produces interpretable modiig like subset selection and exhibits the

stability of ridge regression. There is also an interestine relationship with recent work in
adaptive function estimation by Donoho and Joh lasso idea is quite general and
can be applied in a variety of statistical models: exfensions to generalized regression models
and tree-based models are briefly described.

Keywords: QUADRATIC PROGRAMMING; REGRESSION; SHRINKAGE; SUBSET SELECTION

1. INTRODUCTION

Consider the usual regression situation: we have data (X', y), i=1, 2, . . ., N, where
x' = (xy, . . ., x;,)" and y; are the regressors and response for the ith observation.
The ordinary least squares (OLS) estimates are obtained by minimizing the residual
squared error. There are two reasons why the data analyst is often not satisfied with
the OLS estimates. The first is prediction accuracy: the OLS estimates often have low
bias but large variance; prediction accuracy can sometimes be improved by shrinking
or setting to 0 some coefficients. By doing so we sacrifice a little bias to reduce the
variance of the predicted values and hence may improve the overall prediction
accuracy. The second reason is interpretation. With a large number of predictors, we
often would like to determine a smaller subset that exhibits the strongest effects.

The two standard techniques for improving the OLS estimates, subset selection
and ridge regression, both have drawbacks. Subset selection provides interpretable
models but can be extremely variable because it is a discrete process — regressors are
either retained or dropped from the model. Small changes in the data can result in
very different models being selected and this can reduce its prediction accuracy.
Ridge regression is a continuous process that shrinks coefficients and hence is more
stable: however, it does not set any coefficients to 0 and hence does not give an easily
interpretable model.

We propose a new technique, called the lasso, for ‘least absolute shrinkage and
selection operator’. It shrinks some coefficients and sets others to 0, and hence tries to
retain the good features of both subset selection and ridge regression.

Cited by 22275.




Game 2: Method invention and analysis

Machine Learning, 20, 273-297 (1993
() 1995 Kluwer Academic Publishers, Boston. Manufactured in The Nedherlands.

Support-Vector Networks

CORINNA CORTES corinna @ neural sit com
VLADIMIR VAPNIK vlad @ neural atl.com
AT&T Bell Labs., Holmdel, NJ 07733, USA

Kditor: Lorenza Saitta

Abstract.  The suppori-vecior nefwork is a new leamning machine for two-group classification preblems, The
machine concepmally implements the following idea; inpul vectors are non-linearly mapped to a very high-
dimension feature space. In this feature space 7 linear decision surface is constructed, Special propertics of the
decision surface ensures high generalization ability of the learning machine, The idea behind the support-vector
network was previoasly implemented for the restricted case where the irining data can be separaied withour
crrors. We here extend this nesult to non-separable training data
High generulization ability of support-vector networks utilizing polynomial input transformations 15 demon

strated. We also compare the performance of the sepport-veswor neswork to varions classical leaming algorithms
that all took part in a benchmark study of Optical Character Recognition,

Keywords:  pamern recognition, efficient learing algorithms, neural networks, radial basis function classifiers,
polynomial classifiers.
k

1. Introduction

Mare than 60 years ago R.A. Fisher (Fisher, 1936) suggested the first algorithm for pattern
recognition. He considered a model of two normal distributed populations, N{m,, £,)
and N{m;, X;) of » dimensional vectors x with mean vectors my and my and co-variance
matrices X and X, and showed that the optimal (Bayesian) solution is a quadratic decision

function:
1 1 X

Fyix) = m'gn|:;; (x = m,}TE;l(x —my)— E{X - mz)TEEI(x —ms) + In :El—::| Y )]
2 I

In the case where 2y = X3 = X the quadratic decision function (1) degenerates (o a linear
function:

Fiin{x) = !‘igﬂl:(lﬂl —my) T E Ny~ %(mTE"ml —m'{E']mz]} ) (2)

To estimate the quadratic decision function one has to determine ﬂ",ii free parameters. To
estimate the linear function only n free parameters have 1o be determined, In the case where
the number of observations is small (say less than 10 n®) estimating o(n) parameters is not
reliable. Fisher therefore recommended, even in the case of B, £ X, to use the lingar
discriminator function (2) with B of the form:

=15 +(1-1)E:, 3

where t is some constant’. Fisher also recommended a linear decision function for the
case where the two disiributions are not normal.  Algorithms for pattern recognition

Cited by 27860.



Game 2: Method invention and analysis

Successful researchers often
e Solve key problems important in the areas.
e Substantially outperform existing methods.

e Undergo rigorous theoretical analysis.



Game 3: Prototype system building
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Game 3: Prototype system building

Successful teams often
e Invest considerable efforts for a long time without obvious returns.
e Consist of multi-disciplinary members.

e Take many possible factors into account.



Tip 2: Thou shall not feed garbage to your powerful black
boXx



How reliable are the data you feed into the black box?

Reproducibility crisis
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1,576
FESEARCHERS SURVEVED

ore than 70% of researchers have tried and failed o
raproduce another scientist’s experiments, and mare
than half have failed to reproduce their own experi-
ments. Those are some of the telling figures that
emerged from Nature’s survey of 1,576 researchers
whotaoks brief online questionnairs on reproducibilcy i research.
The data reveal i d

IS THEREA

REPRODUCIBILITY
CRISIS?

A Nature survey lifts the lid on
how researchers view the ‘crisis’
rocking science and what they
think will help.

BY MONYA BAKER

k

Failing to npmduczrﬂulmnanw of passage, saysMarcus Munafo,s
bialogical a tha University of Bristol, UK, whahas locg-
di in scientif} w’hguhemumdem
he says, "I tried to repli
wnm\ablam.ﬂmulhadnmmofmmﬁdmm,mdthm]lnmodthn
my experience wasn't uncommeon.”

some-

towardh reproi The d]x]]mga)inmln mgmmmmmmduuhhym
1bu]1mAhhough52%ofthou that isasignificamt  published work. Bei tting edge of scien: that s
thnnBlSS to reproduce mmbembun,mmnaﬁn “We want to be discovering
andmostsay  new things but not generating too many false leads™

that they still trust thapuhhahadhmmz
Data.an how much of the scientific literature is reproducible are rare
lyses, and

bleak. The best-ks ana

THESCALE SF REPROBUCHBILITY
i i Although

and
cancer biology’, found rates of around 40% and 10%, respectively. Our
survey respondents were more optimistic: 73% said that they think that
st least half ofthe papers in their fidd can be trusted, with physicists and
generally: the most confidence.
The results capture s confusing snapshot of attitudes around these
issues, says Arturo Casadevall, a microbiclogist at the Johns Hopkins

the vast majority of researchersin our survey had failed to reproduce
an experiment, less than 20 of respondents said that they had ever
been contacted by another researcher unable to reproduce their wark
(see'A crisis'in numbers’). Our results ave strikingly similr to ancther
online survey of nearly 900 members of the American Society for
Call Biology (ses go.nature. com/kbas 2b). That may be because such

Bloomberg School of Putlic Health in Baktimors, Maryland. “Atthe  con difficult reach outto the original
there is what ility is or should b help, they risk arin, ar

be” But just recognizing that is a step forward, he says. “The next step ing too much about their own projects.

may beidentifying what is the problem and to geta ensus A minority of respondents reported ever having tried to publish

452 | NATURE | VOL 533 | 26 MAY 2018

© 2016 Macrmlan Publishars Limitad. Al rights msansd.

Nature 2016.




How reliable are the data you feed into the black box?

A manifesto for reproducible science

PERSPECTIVE

NATURE HUMAN BEHAVIOUR

Generate and
specify hypothesis
Failure to control for bias

Publish and/or
conduct next experiment

Publication bias

Interpret results
P-hacking

Design study
Low statistical power

Analyse data and
test hypothesis
P-hacking

Conduct study and
collect data
Poor quality control

Figure1| Threats to reproducible science. An idealized version of the
hypothetico-deductive model of the scientific method is shown. Various
potential threats to this model exist (indicated in red), including lack of
replication®, hypothesizing after the results are known (HARKing)”, poor
study design, low statistical power?, analytical flexibility®, P-hacking®,
publication bias® and lack of data sharing®. Together these will serve to
undermine the robustness of published research, and may also impact on
the ability of science to self-correct.

During data analysis it can be difficult for researchers to recognize
P-hacking® or data dredging because confirmation and hindsight
biases can encourage the acceptance of outcomes that fit expecta-
tions or desires as appropriate, and the rejection of outcomes that do

i . TT a1

through improved statistical training. Similarly, basic design prin-
ciples are important, such as blinding to reduce experimenter bias,
randomization or counterbalancing to control for confounding,
and the use of within-subjects designs, where possible, to maxi-
mize power. However, integrative training in research practices that
can protect oneself against cognitive biases and the effects of dis-
torted incentives is arguably more important. Moreover, statistical
and methodological best practices are under constant revision and
improvement, so that senior as well as junior researchers need con-
tinuing methodological education, not least because much training
of early-career researchers is informal and flows from their supervi-
sor or mentor. A failure to adopt advances in methodology — such
as the very slow progress in increasing statistical power™** — may
be partly a function of failing to inculcate a continuing professional
education and development ethic.

Without formal requirements for continuing education, the most
gffective solutions may be to develop educational resources that are
accessible, easy-to-digest and immediately and effectively applicable
to research (for example, brief, web-based modules for specific top-
ics, and combinations of modules that are customized for particular
research applications). A modular approach simplifies the process of
iterative updating of those materials. Demonstration software and
hands-on examples may also make the lessons and implications par-
ticularly tangible to researchers at any career stage: the Experimental
Design Assistant (https://eda.nc3rs.org.uk) supports research design
for whole animal experiments, while P-hacker (http://shinyapps.
org/apps/p-hacker/) shows just how easy it is to generate apparently
statistically significant findings by exploiting analytic flexibility.

Nature Human Behaviour 2017.




How reliable are the data you feed into the black box?

Reproducibility in psychology research
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How reliable are the data you feed into the black box?

Forensic bioinformatics
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Baggerly and Coombes, The Annals of Applied Statistics, 20009.



How reliable are the data you feed into the black box?

My own experience: About 1/5 of the acquaintance network data are mis-annotated.



How shall we handle the error-prone data?
Always do quality check.
Always do sanity check.
Draw your conclusion from multiple studies.

Validate your findings on external datasets.



Tip 3: Thou shall understand the level of the problem



David Marr’s three levels

VISION

David Marr

almmien Llmean

Tigaii s POGIID

Vision, by David Marr, W.H. Freeman and Company, New York, 1982.



David Marr’s three levels

An information processing problem can be decomposed into problems at three
levels:

1. Computational.
2. Representational and algorithmic.

3. Implementational.



David Marr’s three levels

Example 1: A cash register.

1. Computational: Arithmetic theory.

2. Representational and algorithmic: Decimal system, binary system, additions
and subtractions you learned from the grade school, etc.

3. Implementational: Pencil and paper (brain), abacus, digital computer, etc.



David Marr’s three levels

Example 2: Edge detection in vision.
1. Computational: Detecting edges in an image.
2. Representational and algorithmic: Laplacian operator.

3. Implementational: A neural network.



Understand the level of the problem you are facing
e \Which level is the major bottleneck to the progress?
e Which level is tractable or intractable with the current technology?

e Which level will you put the effort on?



Tip 4: Thou shall not mis-recognize random patterns as true
signals



Einstein’s picture is found in random images
An Einstein's photo can be found from random images.
Henderson, PNAS, 2013.

cf Prof. I-Ping Tu's talk.



Glowworms and constellations

Why do the glowworm light spots from Waitomo, New Zealand not form constel-
lations?

Glow, Big Glowworm, by Stephen Jay Gould, Natural History, 1986.



Ramsey’s theorem

(Two-colored case) Any graph of R(k,l) nodes contains at least Kk mutually adjacent
nodes and [ mutually disconnected nodes.

In a large enough party, you will sure to find k persons who know each other and
[ persons who don’t know each other.



How to avoid recognizing random patterns?

That’s the job of statisticians. There are many variations of this task, such as
e Hypothesis testing.
e Model selection.
e Generalization error.
e Non-parametric tests.

e Cross validation.



Tip 5: Thou shall select the right tools for the problem



A big pool of machine learning toolkits
e Multilayer neural networks.
e Support vector machines.
e Probabilistic graphical models.
e Dimensional reduction and decomposition.
e Manifold learning.

Which tool to pick?



Different tools have different properties

Multilayer neural networks — large sample size.

— Convolutional neural networks — image data containing similar compo-
nents.

— Recurrent neural networks — sequential data such as speech and texts.
— Generative adversarial networks — unsupervised learning such as density
estimation.

Support vector machine — classification with high dimensional data.

Probabilistic graphical models — capturing dependency of many random vari-
ables.

Dimensional reduction and decomposition — many redundant or mutually de-
pendent random variables with relatively small sample size.

— PCA, SVD, NNF — linear decomposition of numerical data.

— Topical models — decomposition of categorical data (such as texts).

— ICA — nonlinear decomposition of numerical data.

Manifold learning — nonlinear approximation of high dimensional data.



Tip 6: Thou shall not confuse correlation with causation



Polio and ice cream

Polio is one of the most devastating diseases of children before mid 20th
century.

Epidemiologists found polio infection surged during the summer.
Ice cream sales also peaked in the summer.
Some drew the conclusion that eating ice cream could cause polio.

There was a public campaign against eating ice cream to prevent polio infec-
tion.

Source: Freakonomics, https://www.youtube.com/watch?v=IbODqslc4Tg.



Big data, correlation and causation

The fallacy of confusing correlation with causation is more liable to happen
in the era of big data.

Many confounding variables probed, unstructured data, less or no control over
collected sample.

Need to be much more cautious about causality inference from big data.



Probing correlation from big data

Most machine learning (and statistical) methods pertain to discover correla-
tion.

Regression.
Classification.
Clustering.

Density estimation.

Dependency tests.



Inferring causation from big data

The best (and probably the only affirmative) way to verify causality is through
explicit intervention vs control on randomized populations.

Randomized trials are often expensive (e.g., biology, medicine), intractable
(e.g., economics, politics), or impossible (e.g., astronomy, evolution).

Various statistical techniques have been developed to infer causality from pas-
sively collected data.

Instrumental variables.
D-separation.

Structural equation models.
Mediation analysis.
Co-integration.

Nonlinear functional forms.

Have to be aware of their underlying assumptions.



Tip 7: Thou shall exploit the power of automation



Example 1: Robot scientist

Background E Machine

knowledge learning Analysis
A
Consistent
hypotheses k
\ Experiment(s)

Final  — Experllment —> (Robot) —> Results
hypothesis selection

Figure 1 The Robot Scientist hypothesis-generation and experimentation loop.
King et al., Nature, 2004.



Example 2: Composing Bach-style music
https://www.youtube.com/watch?v=PczDLI92vIc

Experiments in musical intelligence, by David Cope.



Example 3: Brain-machine interface
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Fig. 1. Large-scale electrode implants and behavioral tasks. (A) Monkey C (left) and monkey M
(right) were chronically implanted with eight and four 96-channel arrays, respectively. (B) The monkey
is seated in front of a screen showing two virtual arms and uses either joystick movements or mod-
ulations in neural activity to control the avatar arms. (C) Four hundred forty-one sample waveforms
from typical monkey C recording sessions, with the color of the waveform indicating the recording
site [shown in (A]l. (D) Left to right: Trial sequence began with both hands holding a center target for
a random interval. Next, two peripheral targets appeared, which had to be reached to and held with
the respective hands to receive a juice reward. (E and F) Raster plot of spike events from 438 neurons
(y axis) over time (x axis) for a single unimanual (E) and bimanual (F) trial Target location and position
traces of trial are indicated to the right of the raster panel

www.ScienceTranslationalMedicineorg 6 November 2013

the right and left avatar arms were con-
trolled directly by movements of the two
joysticks (Fig. 1F) (18). Monkey C then
learned BC with anms, during which move-
ments of the avatar arms were controlled
directly by cortical activity, although the
monkey was permitted to continue ma-
nipulating the joysticks. Finally, monkey
C learned BC without arms, a mode of
operation where decoded brain activity
once again contraled avatar arm move-
ments, but now overt imb movements
were prevented by gently restraining both
arms. Monkey M did not use the joystick
in any task. Rather, this monkey’s task
training began by having it passively ob-
serve the avatar arms moving on the screen
as an initial step before learning BC with-
out arms. This type of BMI training has
clinical relevance for paralyzed subj
who cannot produce any overt movements,
and it has been used in several human
studies (13, 23).

To set up BC with arms for monkey
C, we followed our previously established
routine (8, 10) of training the BMI de-
coder on joystick control data to extract
atics from cortical activity.
Daily sessions dedicated solely to joystick
control lasted 20 to 40 min. Brain control
sessions began with 5 to 7 min of the joy-
stick control task, before switching to BC
with arms for the final 20 to 40 min. De-
spite more complexities regarding inde-
pendent control of two virtual limbs, the
decoding accuracy for our bimanual BMI
was sufficient for online control (movie
$3) and matched the accuracy previously
reported for less challenging unimanual
BMIs (7, 8, 10, 24, 25).

Bimanual joystick control

Monkey C was trained to perform both
unimanual and bimanual joystidk control
tasks very accurately (greater than 97% of
the trials were correct) (fig. S1, B o E, and
movies S1 and $2). Cortical recordings
collected from this monkey revealed wide-
spread neuronal modulations that reflected

Vol 5 lssue 210 210ra154 2
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Ifft et al., Science Translational Medicine, 2013.



What aspects of the job(s) can be automated?
e Data processing.
e Inference.
e Pattern finding and generation.
e Movements.

What aspects cannot be automated?



Tip 8: Thou shall not look for answers from the wrong data



Streetlight Effect

Lernmark, Diabetes, 2015

People are searching for something and look only where it is easiest.



Two heirs of the Macedonian empire
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http://www.houseofptolemy.org/housemap.htm



Observational bias in studying the two kingdoms

e Seleucid Kingdom had more influence in the Hellenistic world but is less studied
due to the shortage of scripts.

e Ptolemy Kingdom was less influential but is intensively studied due to the
abundant papyrus.

A study of history, by Arnold Toynbee, 1934-1961.



Observational bias can be a major impediment to ‘“big data”

e All data (including big data) are restricted to ethical, social, economic and
technological conditions.
— Web documents retrieved from keyword search are highly redundant.
— Unlabeled data are far more abundant than labeled data.
— Social interactions and influences are segregated and self-reinforced.

— Longitudinal data are highly biased toward recent collections.

— Nature (OMICs) is much more emphasized than nurture (environment).
e After correcting the observation biases big data may be no longer big.

e In science, the data driven approach is still a screening tool to identify viable
hypotheses for further verification.

e Data collection through designed experiments is still the best way to test
scientific hypotheses, yet is often expensive and time-consuming.

e Perhaps a compromise is an interative approach mixing data mining and hy-
pothesis testing.



Tip 9: Thou shall take commonsense into account



Commonsense reasoning: T he ultimate frontier of artificial
intelligence?

e Judgements about the physical properties, purpose, intentions and behavior
of people and objects.

e Possible outcomes of actions and interactions.

e Very difficult since human beings inherit and learn those knowledge constantly,
and they are highly context dependent.

e Do Eliza and Siri really understand human words?



Different levels of commmonsense in the models
Domain knowledge is critical.

Computer programs in 1950s proved all theorems in Principia Mathematica by
Whitehead and Russell.

Robot Scientist in early 2000s inferred and tested a small metabolic network.
AlphaGO in 2017 beat human players by learning chess playing from scratch.

More ‘soft” knowledge is more difficult to formalize, thus require more inputs
from domain experts.



Tip 10: Thou shall not overlook various aspects of
computation



A brief survey of computational literacy, part 1

How many of you have
e Implemented a sort program (instead of calling the sort function)?
e Calculated the shortest distance between every pair of nodes in a graph?
e Transposed a large (say 10° x 10°) matrix?

e Inverted a large (say 10° x 10°) matrix?



A brief survey of computational literacy, part 2

How many of you have programming experience in
e PCs (including Linux, Windows and Mac OS)?
e Cluster servers?
e Cloud computing?
o GPUSs?
e Distributed databases?

e Mobile APPs?



Computing becomes more critical as the data size grows
bigger

Statisticians tend to have profound understanding and ideas about data but less
skillful in realizing them in the big data era.

e \What's the space and time complexity of the problem?

e Are there polynomial (or linear, sublinear) time algorithms?

e If not, are there good approximation, randomized algorithms or heuristics?
e What programming languages and platforms to choose?

e How to translate your programs in a parallel and distributed environment?

e Are you willing to outsource these tasks?



Conclusion — Episteme and Techne

Heidegger’'s remarks about episteme and techne:
e Episteme, in Greek term, is knowledge about the world.
e [echne has the meaning beyond instrumentality.
e It is also a mode of revealing.

e In this regard techne is not only a mean to achieve better life, but also a
process of acquiring episteme.

e Likewise poeisis (poetry) is a way of bringing forth unrevealed.

e Perhaps one should ponder about what can be revealed by the techne of Al
in data science.

The question concerning technology, by Martin Heidegger, 1954.



Outline
e L ecture.
e Assignments and discussion.

e Presentation.



EXxercise: Proposing action plans for data analysis

You've learned a lot about data analysis. Now it's time to employ your sKills
in solving real problems.

We cannot really do that since real world problems typically take months or
even years to solve.

Instead this exercise gives you a flavor about data analysis jobs in practice.
Divide students into five teams. Each team consists of 4-6 members.
Each team picks one designated task below.

Team members spend one hour in discussion and come up with an “action
plan’” of data analysis.

After one hour, each team gives a 12-minutes presentation about the action
plan. Other students raise questions and comment on the plans.



What will be covered in an action plan?
What's the goal(s) of the project?
What are the required data?” How will you acquire those data?
How do you control and maintain the quality of the data?
How will you analyze the data? Which methods will you choose?
How will you validate and justify the findings from data analysis?

What computing infrastructure do you need?



Task 1: Mining the Taiwan Biobank data

You are biostatisticians/bioinformaticians jointly hired by Ministry of Health
and Welfare and Academia Sinica.

You are given a vague task of “understanding and improving the health con-
dition of Taiwanese populations using the Taiwan Biobank data".

The (future) Taiwan Biobank collects the genomic, transcriptomic and epige-
nomic data of 100,000 Taiwanese subjects. It also collects general health
information of those subjects, their geographic locations and basic socioeco-
nomic information.

It is possible to link the Biobank data with other datasets such as the patients
records from Taiwan’'s universal health plan. Yet you need another proposal
for passing the Institutional Review Board (IRB) review.



Task 2: Profiting from the volumous transaction records in
Alibaba

e You are in an elite data analysis team in the Alibaba Conglomerate, and have
the priviledge to access all the transaction records on the Taubau Platform.

e Your boss, Jack Ma, asks the team leader what you can do with the data to
benefit the corporate.

e [ he data consists of trillions of transactions records including the personal
identifications of buyers and sellers, the items and prices of the purchases,
and locations and times of those transactions.



Task 3: Making sense of the data from the Sloan Digital Sky
Survey

e YOou are in a team composed of dedicated astronomers, data scientists, and
amateur star watchers.

e The team has a firm conviction that important astronomical discoveries can
be drawn from publically available data.

e The Sloan Digital Sky Survey provides detailed three-dimensional maps of
the visible universe, including the images of stars, galaxies, and interstellar
materials.

e YOu can also access other public data of a wide range of electromagnetic wave
spectra.

e [ here are no issues about privacy or conflict of interests.



Task 4: Drafting the long-term global warming response plan
for New York City

e You are hired by the New York City government to draft a global warming
response plan for the Big Apple.

e NYC is deeply impacted recently by extreme meterological events (e.g., hurri-
cane Sandy, large snow storms, deadly heat waves in summer), and the Federal
government is unlikely to take actions to alleviate climate change.

e [hus, the mayor decides to act independently to “plan for the worst” in
response to global warming.

e T he goal of the team is to assess the impacts of climate change in all aspects
of the city, and proposes proper plans to alleviate those impacts.

e The government provides full support for access of all public data (at federal,
state and municipal levels) and purchases for necessary private data. You may
also propose plans to collect additional data.



Task 5: Alleviating poverty in African countries

You are in a joint team sponsored by World Bank, African Development Bank,
and private foundations for a special task force of poverty alleviation in African
countries.

The top-100 billionaires in the world decide to jointly donate 10 billion USD
to engage a “war on poverty’ in Africa. WB and ADB decide to match up.

The goal of the project is to drastically reduce (or eliminate) the poor popu-
lation in African countries.

20 billion USD is a lot but not sufficient to boost everyone's income level
above the poverty line.

Your team has to inform the committee how to spend the money to optimize
the outcome.

The committee provides full support for access of all public data and purchases
for necessary private data. You may also propose plans to collect additional
data.



Outline
e L ecture.
e Assignments and discussion.

e Presentation.



