
A Quick Summary for Classification

• Random vector 𝑋, 𝑌

• Bayes classifier: 𝑌 = argmax𝑗 𝜋𝑗 𝑋

◆ Target: 𝜋𝑗 𝑋 = 𝑃 𝑌 = 𝑗|𝑋

• Model: 𝜋𝑗 𝑋 ≞ 𝜋𝑗 𝑋; 𝜃 →model distribution 𝑓𝜃

• Data: 𝑋𝑖 , 𝑌𝑖 𝑖=1
𝑛
→ data distribution ො𝑔

• Estimating 𝜃 via a proper 𝐷

◆ min𝜃𝐷 ො𝑔, 𝑓𝜃 + 𝜆𝐽 𝜃 → መ𝜃 and 𝜋𝑗 𝑋; መ𝜃
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min𝜃𝐷 ො𝑔, 𝑓𝜃



Methods from LR
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LR Kernel LR

non-linear extension 
via kernel trick 𝜙 𝑋

Kernel SVM

non-linear extension 
via kernel trick 𝜙 𝑋

MLR

𝑌 ∈ 0,1, … ,𝑀

SVM

different loss 𝐿 𝑦, 𝑠

NN

non-linear extension 
via multi-layer 𝛼 𝑋

𝛾-LR
𝛾-divergence
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Logistic Regression

• Binary response 𝑌0 ⟷ covariate 𝑥

• Logistic regression

◆ Models 𝑃 𝑌0 = 1|𝑥 by 𝜋 𝑥; 𝛽 ≜
exp 𝛽𝑇𝑥

1+exp 𝛽𝑇𝑥

• MLE (or minimum KL-divergence) → መ𝛽
◆ Classification rule: 𝑌0 = 𝐼 መ𝛽𝑇𝑥 > 0
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Mislabeled Response

• Response 𝑌0 may not be available 

• Mislabeled response 𝑌 = 1 − 𝑌0
◆ Mislabel probability: 𝜂𝑗 𝑥 = 𝑃 𝑌 ≠ 𝑗|𝑌0 = 𝑗; 𝑥

• Success probability 𝑃 𝑌 = 1 𝑥
◆ 𝜂0 𝑥 ⋅ 1 − 𝜋 𝑥; 𝛽 + 1 − 𝜂1 𝑥 ⋅ 𝜋 𝑥; 𝛽

𝑥

𝑌0

𝜋 𝑥; 𝛽 =
exp 𝛽𝑇𝑥

1 + exp 𝛽𝑇𝑥

𝜂𝑗 𝑥 𝑌

?

Fitting 𝑌, 𝑥 with 𝜋 𝑥; 𝛽 → biased estimate of 𝛽
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Mislabel Logistic Regression (Copas, 1988)

• Model: 𝜂0 𝑥 = 𝜂1 𝑥 = 𝜂

• Success probability
◆ 𝜋𝜂 𝑥; 𝛽 = 𝜂 ⋅ 1 − 𝜋 𝑥; 𝛽 + 1 − 𝜂 ⋅ 𝜋 𝑥; 𝛽

• Fitting 𝑌, 𝑥 with 𝜋𝜂 𝑥; 𝛽

◆ Criterion: σ𝑖𝑤𝜂,𝑖 𝛽 𝑌𝑖 − 𝜋𝜂 𝑥; 𝛽 𝑥𝑖 = 0

◆ 𝑤𝜂,𝑖 𝛽 =
1−2𝜂

1−𝜂+𝜂exp −𝛽𝑇𝑥𝑖 1−𝜂+𝜂exp 𝛽𝑇𝑥𝑖
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𝑤𝜂,𝑖 𝛽

Large 𝛽𝑇𝑋 → small weight



Mislabel Logistic Regression (Copas, 1988)

• MLE relies on a modeling of 𝜂𝑗 𝑥

• Should we need to model 𝜂𝑗 𝑥 ?

Aim: mislabel logistic regression that avoids 
modeling mislabel probability 𝜂𝑗 𝑥
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Influence of Mislabeling

• 𝜂0 𝑥 = 0.05

• 𝜂1 𝑥 = 0.2
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Method: 𝛾-logistic
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Rationale of 𝛾-logistic

• MLE ⟷ KL-divergence
◆ Sensitive to model mis-specification

• Idea: replace KL-div. with the robust 𝛾-divergence 𝐷𝛾

• Model 𝑓𝜃 & data 𝑔

◆ 𝐷𝛾 𝑔, 𝑓𝜃 =
1

𝛾 1+𝛾
||𝑔||𝛾+1 − ∫

𝑓𝜃

𝑓𝜃 𝛾+1

𝛾
𝑔

◆ Criterion: min
𝜃

𝐷𝛾 𝑔, 𝑓𝜃

||𝑓||𝛾+1 = ∫ 𝑓𝛾+1
1/(𝛾+1 )
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Robustness of 𝛾-divergence

• Ideal distribution: 𝑔 = 𝑓𝜃∗ for some 𝜃∗

◆ 𝐷𝛾 𝑔, 𝑓𝜃 = 𝐷𝛾 𝑓𝜃∗ , 𝑓𝜃 : minimized at 𝜃 = 𝜃∗

• Contaminated distribution: 𝑔 = 𝑐 ⋅ 𝑓𝜃∗ + 1 − 𝑐 ⋅ ℎ
◆ ℎ: contamination distribution 

◆ 𝑐: contamination proportion

• 𝐷𝛾 𝑐𝑓𝜃∗ + 1 − 𝑐 ℎ , 𝑓𝜃 ∝ 𝐷𝛾 𝑓𝜃∗ , 𝑓𝜃
◆ Not affected by 𝑐, ℎ

robustness of 𝛾-divergence (Fujisawa and Eguchi, 2008)

Will 𝐷𝛾 𝑔, 𝑓𝜃 be still 

minimized at  𝜃 = 𝜃∗?
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𝛾-logistic

• Logistic Model: 𝑓 𝑦|𝑥; 𝛽 = 𝜋 𝑥; 𝛽 𝑦 ⋅ 1 − 𝜋 𝑥; 𝛽 1−𝑦

◆ 𝜋 𝑥; 𝛽 =
exp 𝛽𝑇𝑥

1+exp 𝛽𝑇𝑥

◆ 𝜂𝑗 𝑥 is left unspecified

• Mislabeled Data: 𝑔 𝑦|𝑥 = 𝑐 ⋅ 𝑓 𝑦|𝑥; 𝛽∗ + 1 − 𝑐 ⋅ ℎ
◆ Target of interest: 𝛽∗

◆ Arbitrary 𝑐, ℎ

• Criterion: min
𝛽

𝐷𝛾 𝑔 ⋅ |𝑥 , 𝑓 ⋅ |𝑥; 𝛽 → መ𝛽𝛾
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Estimating Equation

• σ𝑖=1
𝑛 𝑤𝛾,𝑖 𝛽 𝑌𝑖 − 𝜋 𝑥𝑖; 𝛾 + 1 𝛽 𝑥𝑖 = 0

• The weight 𝑤𝛾,𝑖 𝛽 =
exp 𝑌𝑖 𝛾+1 𝛽𝑇𝑥𝑖

1+exp 𝛾+1 𝛽𝑇𝑥𝑖

𝛾

𝛾+1

◆ 𝑌𝑖 = 1 & small 𝛽𝑇𝑥𝑖 → small weight

◆ 𝑌𝑖 = 0 & large 𝛽𝑇𝑥𝑖→ small weight
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Down-weight subjects with 

non-matched 𝑌, 𝛽𝑇𝑥



Asymptotic Normality

• Theorem: 𝑛 መ𝛽𝛾 − 𝛽∗ → 𝑁 0, Σ𝛾
◆ Σ𝛾 = 𝐻𝛾

−1 ⋅ 𝑈𝛾 ⋅ 𝐻𝛾
−1

◆ 𝑈𝛾 = 𝐸 𝑤𝛾,𝑖
2 𝛽∗ 𝑌𝑖 − 𝜋 𝑥𝑖; 𝛾 + 1 𝛽∗ 2 ⋅ 𝑥𝑖𝑥𝑖

𝑇

• Empirical estimator Σ𝛾 for Σ𝛾
◆ Hypothesis testing

◆ Confidence interval 
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Influence Function

• The influence function (IF) of 
classification accuracy from 𝛾-logistic

• Larger 𝛾→more resistant to 
mislabeled data points

• A trade-off between robustness and 
efficiency
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Comparisons
vs. Mislabel logistic regression
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𝛾-logistic vs. Mislabel logistic

• Weight function

◆ 𝛾-logistic: 𝑤𝛾,𝑖 𝛽 =
exp 𝑌𝑖 𝛾+1 𝛽𝑇𝑥𝑖

1+exp 𝛾+1 𝛽𝑇𝑥𝑖

𝛾

𝛾+1

◆ Mislabel logistic: 𝑤𝜂,𝑖 𝛽 =
1−2𝜂

1−𝜂+𝜂exp −𝛽𝑇𝑥𝑖 1−𝜂+𝜂exp 𝛽𝑇𝑥𝑖

• 𝑤𝛾,𝑖 𝛽 of 𝛾-logistic depends on 𝑌𝑖
◆ Inherently using more correct samples to estimate 𝛽

◆ No need to model 𝜂𝑗 𝑥 →more robust
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Simulation Studies 
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Settings

• True response 𝑌0

◆ Logistic model: 𝑃 𝑌0 = 1|𝑥 =
exp 𝛽𝑇𝑥

1+exp 𝛽𝑇𝑥

• Mislabeled response 𝑌
◆ (S1): 𝜂0 𝑥 = 0.05 & 𝜂1 𝑥 = 𝑢1

◆ (S2): 𝜂0 𝑥 = 𝜂1 𝑥 = 0.05 + 𝑢1 − 0.05 ⋅
exp 𝛽𝑇𝑥

1+exp 𝛽𝑇𝑥

• Large 𝑢1→ deviation from mislabel-logistic

Depends on 𝑌0 only

Depends on 𝑥 only
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Classification Accuracy (CA)

• Logistic has the lowest CA

• Small 𝑢1 ≤ 0.2
◆ Modeling 𝜂𝑗 is NOT critical

◆ Robust methods perform well

• Large 𝑢1 > 0.2
◆ Modeling 𝜂𝑗 is critical

◆ 𝛾-logistic ≫ mislabel logistic
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The Pima Data
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Pima Data 

• 𝑌: diabetes status

• 𝑋: 8 covariates
◆ the pregnant times, glucose concentration, blood pressure, triceps skin fold 

thickness, serum insulin, BMI, diabetes pedigree function, age

• Aim: effects of covariates on the diabetes status
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Estimates of 𝛽

• CI: 𝛾-logistic > logistic
◆ Efficiency vs. bias

• Declared significant by 𝛾-logistic 
◆ 𝑋3: blood pressure 

◆ 𝑋5: serum insulin

There exist some 
influential observations

𝛾-logistic

logistic
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Pima Data

• Estimated success probability: 𝜋 𝑥𝑖; መ𝛽𝛾
◆ Red: 𝑌 = 1
◆ Blue: 𝑌 = 0

• Smaller 𝑤𝛾,𝑖 𝛽 →mislabeled
◆ p-values by parametric bootstrap

• Subjects being identified as outlier are marked with “+”

◆ Contribute less to መ𝛽𝛾
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Conclusions

• 𝛾-logistic: a robust mislabel logistic regression 
◆ The robustness of 𝛾-divergence

• Comparing with mislabel logistic…
◆ 𝛾-logistic leaves the mislabel probability 𝜂𝑗 𝑥 unspecified
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Methods from LR
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LR Kernel LR

non-linear extension 
via kernel trick 𝜙 𝑋

Kernel SVM

non-linear extension 
via kernel trick 𝜙 𝑋

MLR

𝑌 ∈ 0,1, … ,𝑀

SVM

different loss 𝐿 𝑦, 𝑠

NN

non-linear extension 
via multi-layer 𝛼 𝑋

𝛾-LR
𝛾-divergence

• Robust to “presence of mislabel”
• Robust to “mislabel mechanism”


