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Abstract

We propose a new parsimonious version of the classical multivariate normal lin-

ear model, yielding a maximum likelihood estimator (MLE) that is asymptotically

less variable than the MLE based on the usual model. Our approach is based on the

construction of a link between the mean function and the covariance matrix, using

the minimal reducing subspace of the latter that accommodates the former. This

leads to a multivariate regression model that we call the envelope model, where the

number of parameters is maximally reduced. The MLE from the envelope model

can be substantially less variable than the usual MLE, especially when the mean

function varies in directions that are orthogonal to the directions of maximum

variation for the covariance matrix.
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